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Abstract. The efficacy of large-scale language models (LLMs) as few-
shot learners has dominated the field of natural language processing,
achieving state-of-the-art performance in most tasks, including named
entity recognition (NER) for contemporary texts. However, exploration
of NER in historical collections (e.g., historical newspapers and classical
commentaries) remains limited. This presents a greater challenge as his-
torical texts are often noisy due to storage conditions, OCR extraction,
and spelling variation. In this paper, we conduct an empirical evaluation
comparing different Instruct variants of open-access and open-sourced
LLMs using prompt engineering through deductive (with guidelines)
and inductive (without guidelines) approaches against the fully super-
vised benchmarks. In addition, we study how the interaction between
the Instruct model and the user impacts the entity prediction. We con-
duct reproducible experiments using an easy-to-implement mechanism
on publicly available historical collections covering three languages (i.e.,
English, French, and German) with code-switching on Ancient Greek
and four open Instruct models. The results show that Instruct mod-
els encounter multiple difficulties handling the noisy input documents,
scoring lower than fine-tuned dedicated NER systems, yet the resulting
predictions provide entities that can be used in further tagging processes
by human annotators.

Keywords: Digital humanities · Historical documents · NER · Instruct
large-scale language models

1 Introduction

Digital libraries are centralized platforms dedicated to cultural heritage preserva-
tion. They are a major element of the digital revolution and provide researchers,
students, and users on social sciences and humanities (SSH) with rich collections
of digitized multimedia sources, including newspapers, books, manuscripts, and
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images. Enriching these digital repositories with automatic document analysis
techniques provides further value and furnishes the digital humanities (DH) com-
munity with automatic and semiautomatic tools that facilitate their analysis. A
clear example is the mass digitization process initiated in the 1980s that led to
the “rise of digitization” with large-scale digitization campaigns across the indus-
try and further automatic text recognition (ATR) processes[9,48]. By providing
access to transcriptions generated through these techniques, natural language
processing (NLP) and information extraction (IE) can be leveraged to develop
methods for semantic enrichment and advanced analysis. In this context, named
entity recognition (NER) is a fundamental task of IE that serves as a pillar to
other tasks like entity linking, event detection, and knowledge graph creation
[6,30,32]. Its main objective is to identify and classify entities automatically.
These entities may be universal and refer to persons, places, organizations, or
dates; nevertheless, they also vary depending on the corpus and may refer to
domain-specific concepts [18].

Developing NER methods for historical documents is a multi-factor challenge
linked to the need to handle documents deteriorated by the effect of time, the
poor quality printing materials, the quality of digitization, and the inaccurate
scanning processes [24]. In addition, NER systems based on language models
trained on contemporary data face a diachronic challenge given the language
change and evolution of historical documents that traverse an enormous span
[18]. NER in historical corpora dates back to the early 2000s with the devel-
opment of rule-based models. However, the aforementioned characteristics of
historical corporal posed major challenges leading to a paradigm shift towards
machine learning models and, latterly, towards deep learning and large-scale
language models (LLMs). Lastly, Instruct models like ChatGPT5, Llama-chat6,
and Mixtral7 have proven their usefulness in multiple NLP tasks by reducing the
need for considerable annotated data and providing a natural language interface
between the user and the LLM.

In this study, we investigate the potential of open-access and open-sourced
Instruct models in recognizing and classifying named entities of three publicly
available historical collections covering English, French, and German with code-
switching on Ancient Greek. We experiment with deductive prediction, where
we provide the Instruct model with the guidelines that were supplied to humans
to annotate the corpora. We compare the performance against an inductive pre-
diction, where we prompt the model with just a few examples of annotated sen-
tences. We also investigate the influence of single- vs multi-turn interaction in
entity prediction. To our knowledge, this is the first work that studies historical
NER with open Instruct models in a multidimensional perspective8.

5 https://openai.com/chatgpt
6 https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
7 https://mistral.ai/fr/technology/#models
8 Code and data are available in https://github.com/cic4k/LLMs_for_historical_
NER

https://openai.com/chatgpt
https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://mistral.ai/fr/technology/#models
https://github.com/cic4k/LLMs_for_historical_NER
https://github.com/cic4k/LLMs_for_historical_NER
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The paper is structured as follows: we first present the work that has been
done concerning NER on historical documents in Section 2. Second, in Section
3, we explain the workflow we follow to perform NER on multilingual historical
corpora using open Instruct models, including the prompt designs, the post-
processing steps, and the evaluation metrics. Then, in Section 4, we present the
obtained results followed by a detailed error analysis where we highlight the
main complications Instruct models encounter when facing this kind of corpora.
Finally, in Section 5, we conclude and discuss future work.

2 Related work

2.1 Named Entity Recognition in Historical Corpora

Historical named entity recognition (HNER) systems have evolved in the last
20 years, adapting their architectures to the following paradigms: (1) rule-based
models, (2) traditional machine learning models, and (3) deep learning or neural
models.

Rule-based models Traced back to the beginning of the 2000s, most of the exist-
ing NER works for historical documents used rule-based or so-called symbolic
systems, which were applied to various document types like newspapers [10,34]
and poetry [11]; domains, including legal [3] and literature [1,4]; and periods
(e.g., 12th-15th [11], 18th [3], and 19th [4,1] centuries). These systems are often
modular and almost systematically include gazetteer lookup [1,10,31], rule in-
cremental application [21], and variant matching [11]. Despite their suitability
for non-experts, they have difficulties in dealing with noisy and historical input,
requiring normalization rules and additional linguistic knowledge. Thus, research
moved away from such systems in favor of machine-learning ones.

Machine learning models Unlike rule-based models, machine learning ones in-
ductively learn statistical models from annotated training data given the man-
ually selected features. Two approaches have been considered: applying already
existing models [29,40,51] and training new ones [17,33,35]. The settings are
quite diverse, such as using a single classifier (e.g., CRF [35,37]), a single clas-
sifier with additional features (e.g., CRF + PCFG [12], CRF + gaz [42]), or
ensemble [34,51]. Unlike their high performance in contemporary corpora, the
performances in HNER are often relatively low (around 60-70%) and can be
slightly higher if the systems were trained on in-domain data. Deep learning
models emerged as a solution to address performance limitations in machine
learning methods.

Deep learning models Recent advances in representation learning and deep neu-
ral networks have also influenced HNER tasks. On one hand, several embedding
techniques have been investigated for the task at hand to evaluate which type
of embedding is best, e.g., static [45], character-level [47], word-level [52], or
stack of modern embeddings [39]. While character and sub-word information
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deal better with out-of-vocabulary words, the word-based contextualized em-
beddings perform better than static ones given the same model. On the other
hand, the potential of transferring knowledge from modern embedding to histor-
ical texts (transfer learning) and the impact of in-domain embeddings was also
exploited by testing modern vs. historical static, historical char-level, histori-
cal word-level, and a stack of embeddings, respectively. The pre-trained modern
embeddings transfer reasonably well to historical documents, especially when
learned from huge textual corpora, and the combination of generic and histori-
cal prior knowledge is likely to improve the performance [14]. Besides, different
neural architectures have been explored against the traditional CRF, such as
LSTM [26], BiLSTM [46], softmax decoder [39], transformers [7], graph trans-
formers [25], temporal transformers [18], and stacked transformers [5], to mention
a few. State-of-the-art (SOTA) transformers achieve very good performance and
surpass the traditional machine learning models and other language models. We
consider the best transformer-based models, namely temporal NER [18] stacked
NER [5], as the benchmarks in our study. A systematic review of HNER datasets
and systems can be found at [14].

2.2 Large-scale Language Models

The rise of LLMs has dominated the field of NLP, achieving top performance
in various tasks, including NER for contemporary corpora [2,28]. This advance-
ment creates new opportunities for extracting named entities from historical
sources, including historical newspapers and classical commentaries. Previous
studies such as [19,20] explored the ability of zero-shot prompt engineering with
close-sourced Instruct models like ChatGPT in HNER compared to the lan-
guage model-based benchmarks. While promising, ChatGPT suffered several
challenges in recognizing the historical entities, including the inconsistency of
annotation guidelines, entity complexity, multilingualism, code-switching, and
prompting specificity. Besides zero-shot prompting, as demonstrated in the work
of [20], two popular strategies for incorporating LLMs include fine-tuning and in-
context learning (ICL). While the fine-tuning involves initializing a pre-trained
model and conducting additional training epochs on task-specific supervised data
[22,36,38], ICL leverages the Instruct model’s ability to generate texts with only
a few task-specific examples as demonstrations (or few-shot demonstrations).
However, none of these approaches have been explored in HNER tasks.

In the present study, we build upon the research conducted by [20] to recog-
nize named entities in eight historical datasets. We focus on four open Instruct
models using deductive and inductive approaches, and single- and multi-turn
interaction.

3 Few-shot Prompting for Historical NER

In this section, we present the workflow and experimental setup we followed to
study the potential of open Instruct models to perform NER on historical doc-
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uments. We first describe the general architecture of the NER system workflow,
followed by a detailed explanation of each component.

Fig. 1. General workflow for few-shot prompting HNER

The overall workflow of our proposed prompting system for HNER is visu-
alized in Figure 1. It is composed of four stages, the first two in charge of the
dataset and the Instruct model selection. The Prompt Designs stage is in charge
of defining the prediction and the interaction mode with the model. Lastly, the
LLM-generated text has to be parsed, aligned, and transformed into IOB, which
is the format that most NER datasets and evaluators use. The Post-processing
stage performs these tasks.

3.1 Datasets

In this study, we used a subsection of the corpora proposed by the CLEF-HIPE-
2022 evaluation lab on historical newspapers and classical commentaries 9. The
selected corpora comprise three historical document datasets spanning roughly
200 years between the 19th and 20th centuries. These datasets include ancient
commentaries (i.e., AJMC ) and historical newspapers (i.e., HIPE and News-
Eye), gathered from digital libraries through different national and international
research projects, including Ajax Multi-Commentary10, impresso11, and News-
Eye12.

The AJMC dataset [41] is composed of classical commentaries from the Ajax
Multi-Commentary project that includes digitized 19th century commentaries
published in English, French, and German. These commentaries provide in-depth
analysis and explanation of Sophocles’ Ajax Greek tragedy.
9 https://hipe-eval.github.io/HIPE-2022/about

10 https://mromanello.github.io/ajax-multi-commentary/
11 https://impresso-project.ch/
12 https://www.newseye.eu/

https://hipe-eval.github.io/HIPE-2022/about
https://mromanello.github.io/ajax-multi-commentary/
https://impresso-project.ch/
https://www.newseye.eu/
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The HIPE dataset [15] is composed of Swiss, Luxembourgish, and American
newspaper articles in French, German, and English comprising the 19th and
20th centuries. It has been collected mainly through the National Library of
Switzerland (NB13), the National Library of Luxembourg (BnL14), the Media
Center and State Archives of Valais, and the Swiss Economic Archives (SWA15)
as part of the impresso project.

The NewsEye dataset [23] is a collection of French, German, Finnish, and
Swedish newspapers collected through the national libraries of France (BnF16),
Austria (ONB17), and Finland (NLF18). The French corpus is composed of items
from digitized archives of nine newspapers (i.e., L’Oeuvre, La Fronde, La Presse,
Le Matin, Marie-Claire, Ce soir, Marianne, Paris Soir , and Regards) be-
tween 1854 and 1946. Meanwhile, the German corpus contains articles extracted
from four newspapers (i.e., Arbeiter-Zeitung, Mittags-Zeitung, Illustrierte Kro-
nen Zeitung, and Neue freie Presse) between 1864 and 1933. Finally, the Finnish
and Swedish corpora, both contain articles from two newspapers (Fraktur and
Antique) published from 1852 to 1918 for Finnish and from 1848 to 1918 for
Swedish, respectively. In this study, we focused only on French and German
languages.

All datasets were annotated with universal (i.e., person, location, organiza-
tion) and domain-specific (i.e., bibliographic references to primary and secondary
literature) entity types and subtypes for the NER task and split into train, de-
velopment, and test partitions. The statistic details of the number and type of
entities found in the specified datasets can be found at [16].

3.2 Instruct Models

This stage determines the Instruct model that will be prompted to annotate
the dataset selected in the Datasets block. In this study, we focus on four open
Instruct models available on the HuggingFace inference API19 which permits
access to models that can hardly be run on small or medium infrastructures.

Llama-2-chat, developed by MetaAI, is one of the pretrained and fine-tuned
generative open-access text models of the Llama 2 family20. We used the 70 bil-
lion (70B) parameter fine-tuned model version, so-called Llama-2-70b-chat-hf 21

optimized for dialogue use cases. This is an auto-regressive language model with
4k context length and 2T tokens that uses an optimized transformer architecture
whose tuned versions use supervised fine-tuning (SFT) and reinforcement learn-
ing with human feedback (RLHF) to align with human preferences for helpful-
13 https://www.nb.admin.ch
14 https://bnl.public.lu
15 https://wirtschaftsarchiv.ub.unibas.ch
16 https://bnf.fr
17 https://onb.ac.at
18 https://kansalliskirjasto.fi
19 https://huggingface.co/docs/api-inference/index
20 https://llama.meta.com/llama2/
21 https://huggingface.co/meta-llama/Llama-2-70b-chat-hf

https://www.nb.admin.ch
https://bnl.public.lu
https://wirtschaftsarchiv.ub.unibas.ch
https://bnf.fr
https://onb.ac.at
https://kansalliskirjasto.fi
https://huggingface.co/docs/api-inference/index
https://llama.meta.com/llama2/
https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
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ness and safety with additional Grouped-Query Attention (GQA) for improved
inference scalability for our chosen version.

The Llama 3 family22 was released as the most capable openly available
LLM to date (the latest version of LLMs in the Llama series) with several key
improvements in comparison with Llama 2. Llama 3 uses a tokenizer with 15T+
tokens that encodes language much more efficiently, which leads to substantially
improved model performance as well as improved inference efficiency with the
GQA mechanism. The model was trained on sequences of 8,192 tokens, using a
mask to ensure self-attention does not cross document boundaries. We used the
Meta-Llama-3-70B-Instruct23 Instruct model, which is a 70 billion instruction
tuned generative text model.

Mistral24 [27] is a pretrained generative text model with 7 billion (7B) pa-
rameters developed by Mistral AI. In our experiment, we focus on the up-to-date
Mixtral-8x7B-Instruct-v0.1 25 open-sourced Instruct model, which is a sparse
mixture-of-experts (MoE) model with 8 expert models, each with 7B param-
eters. This makes it one of the largest and most powerful LLMs available to the
public and surpasses even Llama 2 on most tested benchmarks.

Zephyr is a collection of language models designed to serve as intelligent
assistants. Our experiment focuses on the series’s second version zephyr-7b-beta26

Instruct model. This 7B parameter GPT-like model was also a fine-tuned version
of Mistral AI’s Mistral-7B-v0.1 model trained on a mixed combination of publicly
available, synthetic datasets using Direct Preference Optimization.

3.3 Prompt Designs

This stage defines the prediction mode and the type of interaction with the
Instruct model. As visualized in Figure 2 it is a 4-block procedure composed of
the task description, the prediction and interaction modes, and the input query.

1. Task Description This block defines the frame in which the NER will be
performed. It first specifies the task that the Instruct model will perform (“You
are an excellent automatic named entity recognition (NER) system.”). Then,
it indicates how the input will be presented (“I will provide you the sentence
delimited by double quotes ...”). Finally, it specifies the named entity types that
are required (“... from which you need to identify and classify the named entities
into the following types: {CORPUS_DEPENDENT_ENTITY_TYPES}”). Each corpus
has a specific number of entity types, in consequence, this section of the task
description will vary from dataset to dataset. The example shown in Figure
2 belongs to HIPE-2020, which has named entities for persons, organizations,
human productions, temporal expression, and locations.

22 https://llama.meta.com/llama3/
23 https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
24 https://mistral.ai/news/mixtral-of-experts/
25 https://huggingface.co/mistralai/Mixtral-8x7B-v0.1
26 https://huggingface.co/HuggingFaceH4/zephyr-7b-beta

https://llama.meta.com/llama3/
https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
https://mistral.ai/news/mixtral-of-experts/
https://huggingface.co/mistralai/Mixtral-8x7B-v0.1
https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
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Fig. 2. The prompt designs scheme for HNER

2. Prediction Mode One of the difficulties of performing NER on historical doc-
uments is that the named entities they contain can differ from those that are
found in contemporary corpora. These differences may be related to the defini-
tion and complexity of an entity. For example, the impresso guidelines [13] state
that occupation, administrative function, and social role or status are part of
a PERSON entity type; thus “Tom Scarlett, Circuit Court Clerk for Putnam
County” corresponds to an entity of type PERSON in the phrase “By virtue of
a bil of sale issued by Tom Scarlett, Circuit Court Clerk for Putnam County,.”.

Different studies have investigated the capacity of LLMs to perform NLP
tasks via in-context few-shot learning [8]. [44] explored the effects of the source
and size of the training corpus and discovered that corpus sources play an im-
portant role in whether or not in-context learning ability will emerge in a LLM.
[50] experimented with chain-of-thought prompting to enhance reasoning in lan-
guage models. This permitted the model to tackle complex arithmetic, com-
monsense, and symbolic reasoning tasks. [49] created an information extraction
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framework that models various information extraction tasks based on instruc-
tion tuning. They evaluate the framework on NER, relation extraction, and
entity linking, achieving competitive results compared to fully supervised mod-
els. These studies follow an inductive process which means that given a set of
specific examples, the model needs to generalize for each unseen case. [43] ex-
plored a different approach where an inductive process is used. They proposed
a code-oriented fine-tuned model trained on information extraction-related task
annotation guidelines. They observed that the model was able to apply and even
follow unseen guidelines. We experimented with these two prediction modes. In
the inductive mode, we provide the model only a set of examples containing
at least one instance of each entity type within the dataset. In the deductive
prediction mode, we provide the model with the same guidelines that human an-
notators follow to annotate the datasets. The Prediction Mode block in Figure 2
exemplifies the deductive prediction with the HIPE-2020 annotation guidelines.

3. Interaction Mode This block permits two types of interactions that influence
the way manner in which the few-shot examples are provided to the Instruct
model. The single-turn interaction communicates with the model only once. It
sends in a unique prompt all the examples that are shown to the Instruct model
along with the task description, the prediction mode, and the input query. In
return, the model is expected to respond with the requested phrase labeled with
the predicted named entities. In contrast, the multi-turn interaction utilizes
the system, user, and end-of-sentence tokens of the Instruct model to simulate a
conversation where an example is sent at each interaction. In this configuration,
the first prompt comprises the task description, the prediction mode, and the
first example. The subsequent examples are formatted, interleaving the input
sentence as the user portion of the prompt and the desired output as the assistant
portion.

4. Input Query Finally, this block shapes the sentence from which named entities
will be extracted in the same format that the few-shot examples, delimiting it
by double quotes and encapsulating it between the <SENTENCE></SENTENCE>
tags. The model is expected to return the predictions in the required format as
specified in the Prediction mode and Interaction mode blocks.

3.4 Post-processing Steps

The generative nature of the Instruct models impacts the predictions that are
produced. Even with explicit instructions stating to respect the input sentence
and not add any note or explanation to the out, most predictions have to follow
a parsing and alignment process. This stage removes all the text that is not
part of the original sentence (except of the predicted tags), inserts the text that
has been removed from the sentence, and replaces the characters that have been
modified. Lastly, the cleaned output is transformed into the IOB annotation
scheme that permits the automatic evaluation of the predicted entities.
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Let D = {AJMC, HIPE, NewsEye} be the collection of all the datasets included in
our study and L = {en, fr, de} be the possible languages the datasets cover. As
the NewsEye dataset does not contain an English version, overall, the cardinality
of datasets is calculated as

|C3
3 | − 1 =

(
3
3

)
− 1 = 8. (1)

Let M = {Llama-3, Llama-2, Mistral, Zephyr} be the collection of open-
sourced LLMs that correspond to Llama-3-70B-Instruct, Llama-2-70b-chat-hf,
Mixtral-8x7B-Instruct-v0.1, and zephyr-7b-beta as described in Section 3.2; F =
{G, nG} be the deductive and inductive prediction modes; and C = {R, nR} the
multi- and single-turn interaction modes. For each data Di×Lj (i.e., AJMC×en),
we run the experiments on the combinations of different RLHF models, and
prompt designs as Mk × Fm × Cn, where Mk refers element k in the model
collections M , Fn refers element n in the prediction mode, and Cn refers element
n in the interaction mode of the conversation. Overall, 128 experiments were
conducted in this study.

3.5 Evaluation Metrics

To evaluate the efficiency of the few-shot prompting historical NER workflow, we
calculate precision (P), recall (R), and F1-score (F1) at the micro level (i.e., con-
sideration of all true positives, false positives, true negatives, and false negatives
over all samples) in a strict (exact boundary matching) and a fuzzy boundary
matching set. These are also the evaluation metrics used in related works and
benchmarks [5,18,20] on the same datasets, making the results comparable with
SOTA systems27.

4 Results

Results are presented from Tables 1 to 3. It can be observed that the use of
LLMs for recognizing named entities within historical contexts has revealed sev-
eral notable outcomes. Despite the diverse datasets employed and various prompt
strategies tested, LLMs consistently exhibit low F1-scores, often falling below the
40% F1-score. This trend persists regardless of language or dataset, showcasing
a notable challenge in leveraging LLMs for NER in historical contexts. Specif-
ically, in HIPE and AJMC, LLMs yield scores comparable to [20], indicating a
relative parity in performance. However, when confronted with NewsEye, LLMs
exhibit markedly lower scores, trailing significantly behind ChatGPT’s [20] per-
formance. In addition, the NER performance significantly varies when employing
fuzzy boundary matching compared to strict exact boundary matching. This dis-
crepancy underscores the ability of LLMs to often detect parts of named entities
while encountering challenges in precisely identifying all their tokens. Except for
27 The scorer is available at https://github.com/hipe-eval/HIPE-scorer

https://github.com/hipe-eval/HIPE-scorer
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Table 1. NER strict and fuzzy micro results in NewsEye dataset. For each evaluation
metric, bold represents the highest score for each setting, and underline represents the
highest score above all four settings.

strict fuzzy

fr de fr de
P R F1 P R F1 P R F1 P R F1

G
+

R

Llama-3 42.9 16.0 23.3 18.1 15.2 16.5 55.5 20.7 30.2 24.5 20.5 22.3
Llama-2 16.7 21.1 18.6 9.0 21.2 12.6 27.7 35.1 31.0 13.2 31.3 18.6
Mistral 24.3 21.9 23.0 12.7 20.1 15.6 40.0 36.1 38.0 21.0 33.3 25.7
Zephyr 31.5 17.9 22.8 12.9 11.0 11.9 49.7 28.2 36.0 21.7 18.5 20.0

G
+

nR

Llama-3 40.7 15.4 22.4 18.3 14.7 16.3 24.9 20.0 22.2 50.2 27.6 35.7
Llama-2 31.7 29.6 30.6 12.6 29.6 17.7 44.7 41.7 43.1 17.7 41.6 24.9
Mistral 21.8 13.2 16.4 10.5 13.9 12.0 38.9 23.4 29.2 19.1 25.2 21.7
Zephyr 30.0 13.1 18.2 11.4 7.5 9.1 22.2 14.6 17.6 33.0 19.1 24.2

nG
+

R Llama-3 37.9 16.6 23.0 16.0 15.1 15.5 50.4 22.0 30.7 22.1 20.9 21.5
Llama-2 21.1 22.8 22.0 8.5 13.2 10.3 33.6 36.3 34.9 12.3 19.2 15.0
Mistral 19.3 14.9 16.8 9.4 12.1 10.6 33.8 26.0 29.4 19.5 25.1 21.9
Zephyr 35.9 19.7 25.4 14.0 10.1 11.7 53.3 29.2 37.7 21.5 15.6 18.1

nG
+

nR

Llama-3 42.3 10.4 16.7 16.6 14.9 15.7 53.3 13.1 21.0 23.3 20.9 22.0
Llama-2 28.7 36.3 32.1 11.4 29.0 16.3 40.8 51.6 45.6 16.1 41.0 23.1
Mistral 19.6 13.5 16.0 9.5 14.0 11.3 33.5 23.0 27.3 18.0 26.4 21.4
Zephyr 28.5 11.1 16.0 10.9 4.7 6.6 43.2 16.8 24.2 23.3 10.1 14.1

SOTA
Stacked NER [5] 75.0 70.6 72.7 64.9 50.2 56.6 85.4 80.5 82.9 82.3 66.4 73.5
ChatGPT [20] 70.9 72.3 71.6 - - - 77.8 79.4 78.6 - - -

Table 2. NER strict and fuzzy micro results on HIPE dataset. For each evaluation
metric, bold represents the highest score for each setting, and underline represents the
highest score above all four settings.

strict fuzzy

en fr de en fr de
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

G
+

R

Llama-3 25.5 23.8 24.6 36.9 22.1 27.6 32.6 30.1 31.3 39.1 36.5 37.7 47.2 28.3 35.4 42.6 39.3 40.9
Llama-2 20.0 21.2 20.6 25.7 25.6 25.6 20.4 26.5 23.0 32.0 33.9 32.9 36.5 36.3 36.4 28.3 36.8 32.0
Mistral 19.5 18.0 18.8 25.8 34.8 29.6 20.6 21.4 21.0 34.2 31.6 32.9 38.1 51.4 43.8 32.1 33.3 32.7
Zephyr 25.4 3.3 5.9 24.8 20.8 22.6 20.1 10.6 13.8 45.8 6.0 10.6 34.8 29.1 31.7 29.4 15.4 20.2

G
+

nR

Llama-3 25.6 22.9 24.2 38.6 21.3 27.4 34.6 29.6 31.9 40.9 36.8 38.7 50.2 27.6 35.7 46.2 39.6 42.7
Llama-2 21.2 32.7 25.7 31.3 37.2 34.0 21.3 36.2 26.9 32.1 49.7 39.0 41.9 49.9 45.6 28.5 48.3 35.8
Mistral 15.6 13.1 14.3 25.6 17.6 20.8 19.1 19.7 19.4 31.2 26.3 28.5 39.9 27.4 32.5 30.7 31.7 31.2
Zephyr 21.2 6.2 9.6 23.4 13.5 17.1 18.8 10.7 13.7 34.1 10.0 15.5 33.0 19.1 24.2 28.4 16.2 20.7

nG
+

R Llama-3 24.5 25.2 24.8 34.6 22.2 27.1 29.2 30.1 29.6 37.7 38.8 38.2 44.9 28.8 35.1 39.9 41.1 40.5
Llama-2 21.1 22.1 21.6 26.5 28.2 27.3 21.6 29.0 24.7 33.0 34.5 33.7 38.0 40.4 39.2 30.0 40.4 34.4
Mistral 17.1 19.2 18.1 26.8 26.9 26.9 19.5 21.0 20.2 30.8 34.5 32.6 39.2 39.4 39.3 29.8 32.3 31.0
Zephyr 20.6 5.8 9.0 28.2 20.4 23.7 22.8 12.1 15.8 34.1 9.6 15.0 37.9 27.4 31.8 34.8 18.5 24.1

nG
+

nR

Llama-3 28.3 24.1 26.0 41.1 21.1 27.9 35.6 30.0 32.5 44.0 37.4 40.4 54.0 27.8 36.7 47.7 40.2 43.6
Llama-2 23.8 28.3 25.9 31.7 35.4 33.5 24.6 36.4 29.4 39.0 46.3 42.4 43.8 48.8 46.2 33.3 49.3 39.8
Mistral 16.9 14.0 15.3 30.7 23.6 26.7 20.2 18.7 19.5 34.6 28.7 31.4 45.2 34.7 39.3 33.2 30.7 31.9
Zephyr 26.2 3.6 6.3 30.4 9.7 14.7 26.0 6.4 10.2 39.3 5.4 9.4 40.0 12.8 19.4 40.2 9.9 15.8

SOTA
Stacked NER [5] - - - 83.5 84.9 84.2 78.6 78.7 78.7 - - - 91.3 92.9 92.1 91.3 92.9 92.1
Temporal NER [18] 64.3 61.7 63.0 76.5 76.5 76.5 75.9 76.7 76.3 78.7 80.0 79.3 86.7 86.7 86.7 85.2 85.7 85.4
ChatGPT [20] - - - 32.5 50.0 39.4 - - - - - - 49.0 75.4 59.4 - - -

Llama-2, which demonstrates consistent results in the two scenarios, it indicates
its capability to either accurately identify complete named entities or fail to
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Table 3. NER strict and fuzzy micro results on AJMC dataset. For each evaluation
metric, bold represents the highest score for each setting, and underline represents the
highest score above all four settings.

strict fuzzy

en fr de en fr de
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

G
+

R

Llama-3 27.4 9.2 13.8 24.3 5.0 8.3 35.2 11.8 17.7 37.6 12.6 18.9 31.1 6.4 10.6 40.6 13.6 20.4
Llama-2 16.8 8.1 10.9 41.6 17.8 24.9 29.6 12.6 17.7 44.3 21.3 28.7 52.6 22.5 31.5 46.9 19.9 27.9
Mistral 26.0 33.1 29.1 25.4 30.8 27.9 27.9 41.6 33.4 40.1 50.9 44.8 33.2 40.3 36.4 38.7 57.9 46.4
Zephyr 36.8 16.4 22.7 41.1 17.2 24.3 42.5 18.6 25.9 47.7 21.3 29.4 51.7 21.7 30.5 48.5 21.2 29.5

G
+

nR

Llama-3 26.5 8.9 13.3 27.6 6.7 10.7 40.2 10.7 16.9 35.9 12.1 18.1 32.2 7.8 12.5 48.0 12.8 20.3
Llama-2 21.8 10.6 14.3 48.7 21.1 29.5 29.2 13.1 18.1 51.8 25.3 34.0 62.2 27.0 37.6 48.0 21.5 29.7
Mistral 23.6 14.4 17.9 27.3 14.7 19.1 21.3 20.4 20.8 36.3 22.1 27.5 30.9 16.7 21.7 30.0 28.8 29.4
Zephyr 32.6 8.9 14.0 36.5 8.6 13.9 41.3 10.0 16.0 43.2 11.8 18.5 45.9 10.8 17.5 46.7 11.3 18.1

nG
+

R Llama-3 21.3 9.2 12.9 19.5 6.1 9.3 23.6 10.0 14.0 28.7 12.4 17.3 25.7 8.1 12.3 26.7 11.3 15.8
Llama-2 18.6 10.1 13.1 36.2 21.1 26.7 28.7 15.7 20.3 43.6 23.6 30.6 48.6 28.3 35.8 42.6 23.3 30.1
Mistral 18.9 21.6 20.2 20.8 16.9 18.7 21.7 21.5 21.6 28.5 32.5 30.4 27.0 21.9 24.2 30.2 29.8 30.0
Zephyr 30.0 15.5 20.5 38.0 15.0 21.5 34.0 13.6 19.4 37.8 19.5 25.8 47.9 18.9 27.1 41.8 16.8 23.9

nG
+

nR

Llama-3 22.4 9.2 13.0 22.6 6.4 10.0 24.3 8.9 13.0 30.8 12.6 17.9 27.5 7.8 12.1 28.6 10.5 15.3
Llama-2 22.3 14.1 17.3 47.0 21.7 29.7 34.4 17.5 23.2 50.9 32.2 39.4 56.0 25.8 35.4 50.3 25.7 34.0
Mistral 13.8 15.8 14.7 15.0 16.1 15.5 25.9 18.1 21.3 21.6 24.7 23.0 18.6 20.0 19.3 32.3 22.5 26.5
Zephyr 29.4 5.8 9.6 29.5 6.4 10.5 25.0 6.0 9.7 39.7 7.8 13.0 42.3 9.2 15.1 31.5 7.6 12.2

SOTA
Temporal NER [18] 86.6 88.8 87.7 84.8 83.9 84.4 92.1 91.1 91.6 92.2 94.5 93.3 90.2 89.2 89.7 87.0 87.2 87.1
ChatGPT [20] - - - 21.8 26.1 23.8 - - - - - - 25.5 30.6 27.8 - - -

detect them altogether. Furthermore, a recurring pattern emerges where recall
consistently lags behind precision across all datasets and prompt strategies. Par-
ticularly concerning is the observation of very poor recall over AJMC, signifying
a significant deficiency in the ability of LLMs to accurately identify named enti-
ties within this specific historical context. While Zephyr demonstrates a degree
of consistency in its results across different languages and prompts, its overall
performance remains very low, particularly when evaluated against AJMC. More-
over, it is noteworthy that Mistral consistently benefits from prompts with in-
teractions, a recommendation not extended to Llama-2. Interestingly, Llama-2,
Mistral, and Zephyr display improved performance when applied to French
texts, suggesting a potential language-specific advantage for these LLMs. Con-
versely, Llama-3 mostly exhibits superior performance in German, except for
NewsEye, where it achieves better results in French. These findings underscore
the nuanced challenges associated with deploying LLMs for named entity recog-
nition within historical contexts, emphasizing the importance of dataset-specific
considerations and language nuances in optimizing performance. The low recall
observed can be attributed to issues with output structure. In our methodology
for automatically analyzing LLM outputs, we employ a structured format within
the prompt, such as requesting the use of tags to delineate named entities within
a sentence. However, it is worth noting that LLMs occasionally deviate from this
prescribed format. For instance, instead of systematically tagging named enti-
ties within the original sentence, they may opt to restate the input sentence
and subsequently list the named entities in a separate sentence. This inconsis-
tency in output formatting poses a challenge to accurate recall, as it requires
hard post-processing to reconcile the named entities with their corresponding
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context. Likewise, LLMs almost present deviations from the specified named
entity classes outlined in our prompts. Instead, they often align with similar
but not identical classes, resulting in variations such as prod being replaced by
humprod, humanprod, production, and so forth. To address this issue, we imple-
mented post-processing methodologies aimed at normalizing these classes and
ensuring comprehensive coverage. However, our analysis also revealed an inter-
esting trend wherein LLMs tend to propose named entity classes that were not
explicitly included in the prompts. These unexpected classes encompass a wide
range, including animal, attribute, ideology, relation, class, currency, amount,
and disease. While the absence of guidelines in the prompts can partially explain
this behavior, it remains surprising when guidelines are indeed provided, sug-
gesting potential areas for further investigation into LLM behavior and prompt
adherence.

Using the metadata from AJMC to analyze the errors, LLMs clearly encounter
difficulties in recognizing noisy named entities. For instance, in the case of Ger-
man, approximately 95% of correctly recognized named entities are devoid of
noise. Notably, no noisy named entity with more than 25% of erroneously recog-
nized characters is accurately identified. Similarly, for French, only 5% of noisy
named entities are successfully recognized. In the case of English, only one noisy
named entity is recognized at all. These findings show the LLMs’ struggle with
noisy inputs across different languages, with varying degrees of success in noise
mitigation depending on the language.

LLMs are also affected by orthographic changes. In the German corpus, for
instance, between the years 1789 and 1838, Llama-3 can only recognize 13%
of named entities, a figure that increases to 27% during the period from 1848
to 1898. However, there is a notable improvement in performance for texts pub-
lished after the 1900s, with an ability to identify approximately half of the named
entities in the corpus. In the English corpus, around 30% of named entities before
the 1900s are correctly recognized, and only 20% in the French corpus.

5 Conclusion

In this study, we conducted reproducible and easy-to-implement experiments
to evaluate different open Instruct models using prompt engineering through
deductive and inductive approaches against the fully supervised benchmarks. In
addition, we investigated how the interaction between the Instruct models and
the user impacts the entity prediction. The results demonstrated that inductive
prompting surpasses the performance of deductive one by up to 5 percentage
points. Against our intuition, the interaction between users and Instruct models
in an inductive setting does not improve the predictive ability of the models,
however, it reduces the noises of the outputs (e.g., output control, text variations)
and eliminates the efforts of additional post-processing steps. Meanwhile, the
non-interaction version shows the potential of capturing more candidate entities
but introduces significant noise to the prediction. Overall, Instruct models do not
overpass the performance of fined-tuned NER neural models trained on historical
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corpora. However, they can assist the tagging process by human annotators. In
future work, we want to explore few-shot learning on open Instruct models to
help the model learn the difficulties of historical corpora.
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